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Abstract

The exponential growth of data-intensive applications has exposed critical limitations in conventional Von Neumann
architectures, particularly the performance bottlenecks caused by the separation of memory and processing units—
commonly referred to as the "memory wall." This research proposes the design and evaluation of a Processing-in-
Memory (PIM) architecture tailored for big data analytics workloads. The study focuses on integrating simple arithmetic
and logical processing capabilities directly within memory modules, enabling data to be processed near or within
memory, thereby significantly reducing data movement and energy consumption. We will evaluate the proposed
architecture using representative workloads such as graph analytics, machine learning pipelines, and large-scale
database operations. Performance, energy efficiency, and scalability will be benchmarked against traditional CPU/GPU
architectures. Additionally, this work will explore programming models and compiler-level abstractions to facilitate
developer adoption of PIM systems. The anticipated outcome is a scalable, energy-efficient architecture capable of
accelerating key operations in modern data analytics pipelines, with direct applications in real-time decision-making, Al

inference, and edge computing environments.
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1. INTRODUCTION

The rapid growth of data generated by modern
applications—including large-scale graph analytics,
machine learning pipelines, and data-intensive database
systems—has fundamentally shifted the performance
bottleneck in computing systems from computation to
data movement. Contemporary workloads increasingly
spend more time and energy transferring data between
memory and processors than performing arithmetic
operations, leading to severe inefficiencies in traditional
von Neumann architectures (Dally, Turakhia, & Han,
2020; Mutlu & Ghose, 2019).

This challenge, commonly referred to as the memory
wall, arises from the physical and architectural separation
of processing units and main memory. Despite advances
in cache hierarchies, memory bandwidth scaling, and
hardware accelerators, data movement costs continue to
dominate execution time and energy consumption for
memory-bound  workloads (Mutlu, 2023). These
limitations are particularly pronounced in big data

analytics, where workloads exhibit low arithmetic
intensity, irregular memory access patterns, and limited
temporal locality.

Processing-in-Memory (PIM) has re-emerged as a
promising architectural paradigm to address these
challenges by bringing computation closer to where
data resides. By enabling in-situ execution of selected
operations within or near memory structures, PIM
architectures significantly reduce off-chip data transfers,
thereby improving both performance and energy
efficiency (Seshadri et al., 2017; Dally et al., 2020).
Recent industrial and academic prototypes, including
DRAM-based and HBM-based PIM systems, have
demonstrated the feasibility of this approach (Ahn et al.,
2015; Shin et al., 2023).

However, most existing PIM designs are optimized
for narrow application domains, such as bulk bitwise
operations, neural network acceleration, or graph
processing, and often lack a unified architectural and
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software framework suitable for general-purpose big
data analytics. Furthermore, programmability, workload
adaptability, and system-level integration remain key
barriers to widespread adoption (Mutlu & Ghose, 2019).
While Processing-in-Memory (PIM) has emerged as
a promising solution to the memory wall problem, existing
approaches often target narrow application domains or
rely on specialized hardware and programming models.

As a result, their applicability to general-purpose big data
analytics remains limited. To contextualize these
challenges and identify gaps in current research, the next
section reviews representative PIM architectures and
near-data processing approaches, highlighting their
strengths and limitations with respect to heterogeneous
analytics workloads.(figure 1)
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Figure 1: System-level architecture of the proposed processing-in-memory (PIM) platform for big data analytics.

Figure 1 illustrates the system-level architecture of
the proposed Processing-in-Memory platform.
Lightweight compute units are embedded within individual
DRAM banks, enabling data-intensive analytics
operations to be executed directly where the data resides.
The host processor remains responsible for control flow,
complex computation, and synchronization, while
memory-intensive primitives are selectively offloaded to
PIM units. This division of responsibility minimizes off-chip
data transfers and alleviates memory bandwidth
bottlenecks.

2. Literature Review

Research efforts to mitigate the memory wall have
evolved along several architectural directions, including
enhanced cache hierarchies, hardware prefetching, near-
data processing (NDP), and specialized accelerators.
While these approaches provide incremental
improvements, they often fail to address the fundamental
cost of long-distance data movement in memory-bound
workloads (Mutlu, 2023).

Early PIM research explored integrating computation
directly within memory arrays, but technological
constraints limited practical adoption. Recent advances in
memory fabrication and 3D integration have renewed
interest in PIM, leading to several influential architectures.
AMBIT introduced in-DRAM bitwise operations using
commodity DRAM, demonstrating substantial
performance and energy gains for bulk bitwise primitives
(Seshadri et al., 2017). While highly efficient, AMBIT is
limited to a narrow class of operations and is not suitable
for general analytics workloads.

TOP-PIM proposed a programmable throughput-
oriented PIM architecture capable of executing custom
kernels, emphasizing high parallelism and
programmability (Zhang et al., 2014). However, its
execution model primarily targets throughput-centric
kernels and does not explicitly address analytics pipeline
integration or workload adaptivity. Similarly, graph-
focused PIM accelerators have shown strong
performance benefits for irregular memory access
patterns but remain domain-specific (Ahn et al., 2015).

More recent work has explored PIM for machine



learning acceleration, particularly using emerging non-
volatile memories. Architectures such as PRIME
demonstrated efficient neural network computation within
ReRAM-based memory, but these designs are
specialized for dense linear algebra and are not easily
extensible to broader analytics workloads (Chi et al.,
2016). Compiler-driven approaches such as PIMFlow
have begun addressing programmability challenges by
providing software support for PIM execution, though their
focus remains primarily on convolutional neural networks
(Shin et al., 2023).

Industrial efforts, including HBM-based PIM and
DRAM-embedded processing units, further validate the
feasibility of near-memory computation. However, these
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systems typically rely on coarse-grained processing
elements and lack fine-grained scheduling mechanisms
tailored to mixed analytics workloads (Dally et al., 2020).

Despite  significant  progress, existing PIM
architectures largely remain domain-specific, with limited
support for heterogeneous analytics pipelines, fine-
grained scheduling, and portable programming models.
These limitations motivate the need for a unified,
analytics-oriented PIM design that jointly considers
architectural granularity, execution control, and software
usability. In response to these gaps, this paper introduces
a workload-adaptive PIM architecture designed explicitly
for big data analytics, as detailed in the following section.
Table 1.

Table 1. Architectural Characteristics of Conventional and PIM-Based Systems

Feature CPU-Based System GPU-Based System PIM Architecture
Compute location Central processor  Accelerator In-memory

Data movement High Medium Low

Memory access latency High Medium Low

Energy efficiency Low Medium High

Suitability for analytics Limited Moderate High

Table 1 summarizes the fundamental architectural
differences between conventional CPU-based systems,
GPU-accelerated platforms, and Processing-in-Memory
architectures. Unlike CPUs and GPUs, where
computation is physically separated from memory, PIM
performs  computation directly  within  memory,
substantially reducing data movement. This architectural
shift results in lower memory access latency and
significantly improved energy efficiency, making PIM
particularly well suited for memory-bound analytics
workloads.

3. Proposed PIM Architecture and Contributions

This section presents the proposed Processing-in-
Memory (PIM) architecture and outlines the principal
contributions of this work. The design is motivated by the
growing body of evidence showing that data movement,
rather than computation, has become the dominant
performance and energy bottleneck in modern data-
centric systems (Dally et al., 2020; Mutlu & Ghose, 2019).
While prior PIM and near-data processing approaches
have demonstrated promising performance gains, many
remain constrained by narrow application scope, coarse-
grained architectural integration, or limited software
support.

In response to these limitations, the proposed
architecture adopts an analytics-centric  design
philosophy that jointly considers architectural granularity,

execution control, and programmability. Rather than
treating PIM as a domain-specific accelerator for isolated
kernels, this work positions PIM as a general-purpose
computational substrate for accelerating heterogeneous
big data analytics pipelines, including graph processing,
machine learning, and database workloads.

The proposed architecture is guided by three core
design principles.

First, data movement minimization is treated as a
primary optimization objective, reflecting the observation
that memory access latency and interconnect energy
increasingly dominate execution time in analytics
workloads with low arithmetic intensity (Dally et al., 2020;
Boroumand et al., 2018).

Second, workload adaptability is emphasized to

ensure efficient support for analytics tasks exhibiting
diverse access patterns, data reuse characteristics, and
computational intensities (Ahn et al., 2015).
Third, programmability and system integration are
prioritized to enable practical deployment within existing
processor-centric systems, avoiding extensive application
rewrites or reliance on hardware-specific programming
models (Mutlu & Ghose, 2019; Shin et al., 2023).

Together, these principles inform a unified PIM design
that integrates fine-grained in-memory computation,
analytics-aware execution control, and compiler-assisted
software support. The following subsections detail the
novelty and contributions of the proposed approach,
clarify the scope and completion status of the study, and
provide an overview of the architectural organization.
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3.1 Novelty and Contributions
3.1 Novelty and Contributions

Although prior Processing-in-Memory (PIM) research
has demonstrated the feasibility of embedding
computation within memory structures, most existing
architectures remain limited by restricted workload
coverage, coarse-grained compute integration, or rigid
programming models (Seshadri et al., 2017; Chi et al.,
2016). This work advances the state of the art by
addressing these limitations through a holistic, analytics-
oriented PIM architecture that jointly optimizes hardware
design and software usability.

The primary novel contributions of this paper are
summarized as follows.

Workload-adaptive PIM architecture for
heterogeneous analytics pipelines

Unlike prior designs such as AMBIT, which primarily
accelerates bulk bitwise operations (Seshadri et al.,
2017), or PRIME, which targets neural network primitives
within ReRAM-based memory (Chi et al.,, 2016), the
proposed architecture is explicitly designed to support a
broad range of big data analytics workloads. These
include graph analytics, machine learning pipelines, and
database operations within a single unified framework.
Execution placement dynamically adapts between the
host processor and in-memory compute units based on
workload characteristics, enabling efficient acceleration of
heterogeneous analytics pipelines while preserving
system flexibility.

Fine-grained DRAM-bank-level compute integration

In contrast to logic-layer-centric PIM designs such as
HBM-PIM (Dally et al., 2020) and coarse-grained
processing approaches such as UPMEM DPUs, this work
introduces lightweight arithmetic and logical compute
units tightly coupled to individual DRAM banks. This fine-
grained integration enables in-situ execution of frequently
used analytics primitives—including filtering, aggregation,
hashing, and vector operations—while preserving
memory-level parallelism and minimizing bank
contention. By aligning compute granularity with DRAM
organization, the architecture achieves improved
scalability and data locality compared to prior coarse-
grained approaches (Ahn et al., 2015).

Analytics-aware execution and scheduling model

The proposed system incorporates an analytics-

aware execution and scheduling policy that selectively
offloads operations to PIM units based on memory access
intensity, data locality, and computational complexity.
Rather than maximizing raw throughput for isolated
kernels, as in throughput-oriented PIM designs such as
TOP-PIM (Zhang et al., 2014), the proposed scheduler
optimizes end-to-end analytics pipeline performance.
This selective offloading strategy ensures that memory-
bound operations benefit from in-memory execution,
while compute-intensive or control-dominated tasks
remain on the host processor, resulting in balanced
resource utilization and improved overall efficiency.

Compiler-assisted programming abstraction for PIM
offloading

To address the programmability challenges that have
hindered widespread PIM adoption, this work introduces
a portable, compiler-assisted programming abstraction.
Developers annotate candidate code regions using
directive-based constructs similar to established parallel
programming models. The compiler and runtime system
then identify PIM-eligible operations and manage
instruction  mapping, synchronization, and data
consistency. This approach significantly reduces the need
for low-level, hardware-specific programming and
improves portability compared to prior PIM programming
models (Mutlu & Ghose, 2019; Shin et al., 2023).

Comprehensive cross-domain evaluation

Unlike many prior studies that evaluate PIM
architectures using a single application domain, this work
provides a comprehensive cross-domain evaluation
spanning graph processing, machine learning, and
database workloads. This evaluation highlights how
different workload characteristics influence PIM
effectiveness and demonstrates the generality of the
proposed architecture across diverse analytics scenarios.

Collectively, these contributions position the proposed
design as a general-purpose, scalable, and programmer-
friendly PIM architecture that extends beyond specialized
accelerators, making it well suited for modern data-centric
computing environments.

Collectively, these contributions position the proposed
design as a (general-purpose, scalable, and
programmer-friendly PIM architecture that extends
beyond specialized accelerators, enabling broader
applicability in modern big data analytics systems Figure
2, Table 2.
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Figure 2: Data Movement Comparison between Conventional and PIM-Based Execution

Figure 2 compares data movement patterns between
conventional processor-centric execution and PIM-based
execution. In traditional systems, data must be repeatedly
transferred between memory and processor, incurring
high latency and energy costs. In contrast, PIM executes

selected operations directly within memory, significantly
reducing off-chip transfers. This reduction in data
movement forms the core performance and energy
advantage of PIM architectures.

Table 2. Comparison with Representative PIM Architectures

Feature AMBIT TOP-PIM UPMEM HBM-PIM This Work
Compute granularity Row-level Kernel-level DPU-based Logic-layer Bank-level
Target workloads  Bitwise ops Throughput kernels General Al Analytics pipelines
Scheduling Static Static Programmer-managed Vendor-specific Analytics-aware
Programming model  Fixed Programmable API Proprietary = Compiler-assisted

Table 2 compares the proposed architecture with
representative PIM designs. Unlike prior systems that
focus on fixed operation classes or coarse-grained
compute elements, the proposed design adopts bank-
level computation and an analytics-aware scheduling
policy. This combination enables broader workload
support and improved adaptability across heterogeneous
analytics pipelines.

3.2 Research Scope and Study Completion

This study presents a completed architectural design

and performance evaluation of a Processing-in-Memory
system optimized for big data analytics workloads. All
aspects of the architecture—including compute
integration, execution control, scheduling policies, and
software support—were fully defined and evaluated prior
to manuscript submission.

The evaluation was conducted using cycle-accurate,
full-system simulation to ensure methodological rigor and
reproducibility. The proposed PIM architecture was
compared against conventional CPU-based and GPU-
accelerated systems under identical experimental
conditions, including consistent dataset sizes, memory
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configurations, and workload implementations.
Representative analytics workloads were selected to
reflect real-world data-centric applications and to expose
diverse memory access behaviors.

All performance, energy efficiency, and memory traffic
results reported in this work are derived from measured
simulation outcomes rather than analytical estimates.
This simulation-based methodology aligns  with
established best practices in computer architecture
research and enables controlled assessment of the
architectural trade-offs associated with in-memory
execution (Mutlu, 2023; Dally et al., 2020).

3.3 PIM Architecture Overview

The proposed Processing-in-Memory architecture
integrates lightweight arithmetic and logical units directly
within  DRAM banks, enabling fine-grained in-situ
execution of memory-intensive analytics operations. By
performing computation where data resides, the
architecture significantly reduces off-chip data movement,
which is a dominant contributor to latency and energy
consumption in big data analytics workloads.

At the system level, the architecture follows a host-
directed execution model, in which the host processor
orchestrates control flow, kernel dispatch, and
synchronization, while PIM units execute data-parallel
operations on resident memory regions. This division of
responsibility ensures compatibility with existing

processor-centric  systems while enabling effective
exploitation of in-memory computation.

Computation is performed at the DRAM bank level,
allowing parallel execution across banks and preserving
memory-level parallelism. This design choice avoids the
scalability limitations associated with centralized or logic-
layer-based PIM approaches and reduces contention for
shared resources. Lightweight compute units support a
targeted set of analytics primitives, balancing functionality
with area and power constraints.

To maintain correctness without incurring the

overhead of fine-grained coherence, the architecture
employs an explicit synchronization and relaxed
consistency model. Memory regions processed by PIM
units are synchronized with the host at well-defined kernel
boundaries, a strategy well suited to phased analytics
workloads with predictable access patterns.
Together, these architectural elements form a cohesive
PIM platform that integrates seamlessly with conventional
systems while delivering substantial improvements in
performance and energy efficiency for data-intensive
analytics workloads.

The proposed architecture integrates lightweight
arithmetic and logical units (ALUs) directly within
DRAM banks, enabling fine-grained in-situ execution of
memory-intensive analytics operations. This design
aligns with emerging evidence that minimizing data
movement is critical for improving performance and
energy efficiency in data-centric workloads (Dally et al.,
2020; Mutlu & Ghose, 2019) Figure 3.
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Figure 3: DRAM Bank Microarchitecture with Integrated Analytics Compute Units

Figure 3 presents a microarchitectural view of a
DRAM bank enhanced with lightweight arithmetic and

logical units. These units support common analytics
primitives such as filtering, aggregation, and hashing. By



tightly coupling computation with memory storage, the
architecture enables fine-grained parallelism across
banks while preserving memory-level parallelism, which
is critical for scalable analytics performance.

3.3.1 Compute Placement and Granularity

Unlike logic-layer-centric designs such as HBM-PIM,
which rely on coarse-grained processing elements, the
proposed system performs computation at the DRAM
bank level, allowing parallel execution across banks
while preserving memory-level parallelism. This approach
reduces bank contention and improves data locality,
which are key performance determinants in analytics
workloads (Seshadri et al., 2017; Ahn et al., 2015).

3.3.2 Execution and Control Model

Eligible operations are identified by the host processor
and offloaded to PIM units using a host-directed
execution model, similar to prior near-data processing
frameworks but optimized for analytics primitives rather
than fixed kernels (Zhang et al., 2014; Shin et al., 2023).
The host processor retains responsibility for control-
intensive and synchronization-heavy code regions, while
PIM units execute data-parallel operations on resident
memory segments.

3.3.3 Memory Consistency Strategy

To avoid the high overhead of fine-grained
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coherence, the architecture employs an explicit
synchronization model, where memory regions
processed by PIM are synchronized with the host at
kernel boundaries. This relaxed consistency approach
has been shown to be effective for phased analytics
workloads with predictable access patterns (Mutlu &
Ghose, 2019).

3.4 Analytics-Aware Scheduling Policy

A central contribution of this work is an analytics-
aware scheduling policy that dynamically determines
whether operations should execute on the host processor
or within PIM units. The scheduler evaluates:

. Memory access intensity
. Data locality and reuse

Computational complexity

Expected data movement overhead
Operations dominated by memory access and simple
arithmetic—such as scans, aggregations, joins, and
sparse updates—are preferentially executed in PIM,
consistent with findings that memory-bound workloads
benefit most from near-data execution (Dally et al., 2020;
Boroumand et al., 2018).

This selective offloading mechanism ensures that PIM
complements traditional processing rather than replacing
it, enabling balanced utilization of system resources and
improved end-to-end analytics performance Figure 4.
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Figure 4: Analytics-Aware PIM Offloading and Execution Flow
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Figure 4 illustrates the analytics-aware offloading and
execution flow. The scheduler analyzes candidate kernels
based on memory intensity, data locality, and
computational complexity. Suitable kernels are offloaded
to PIM units for in-memory execution, while control-
intensive operations remain on the host processor.
Synchronization occurs at kernel boundaries, ensuring
correctness while minimizing coordination overhead.

3.5 Programming Model and Software Support

To address programmability challenges that limit PIM
adoption, the proposed system introduces a compiler-
assisted programming abstraction that enables
transparent offloading of analytics operations to PIM
units. Developers annotate candidate regions using
directive-based constructs similar to OpenMP pragmas,
allowing the compiler to identify memory-intensive kernels
suitable for in-memory execution.

The compiler and runtime system jointly perform:

1. Kernel identification and analysis

2. Instruction mapping to PIM units

3. Synchronization and data  consistency
management

This approach reduces the need for application-
specific hardware knowledge and improves portability
across PIM-enabled systems, addressing a key limitation
of prior low-level PIM programming models (Shin et al.,
2023; Seshadri et al., 2017). Figure 2

4. METHODOLOGY

This section describes the experimental methodology
used to evaluate the proposed Processing-in-Memory
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architecture. Building on the architectural design
presented in Sections 2 and 3, the evaluation framework
is designed to quantify performance improvements,
energy efficiency gains, and reductions in memory traffic.
A simulation-based approach is adopted to ensure
controlled, repeatable comparisons across different
system configurations.

Building on the architectural principles and design

choices outlined in Sections 1-3, this section describes
the experimental methodology used to evaluate the
effectiveness of the proposed processing-in-memory
(PIM) architecture for big data analytics workloads.
The evaluation strategy is designed to quantify
performance, energy efficiency, and data-movement
reduction while ensuring fair comparison with
conventional computing platforms.
Consistent with established computer architecture
research practices, the study adopts a simulation-based
evaluation framework, which enables controlled
experimentation across diverse workloads and
architectural configurations (Dally et al., 2020; Mutlu,
2023) Table 3.

41 Evaluation Framework and Simulation

Environment

The proposed PIM architecture was evaluated using
cycle-accurate full-system simulation, combining
gem5 for processor and system modeling with
DRAMSIim2 for detailed DRAM timing and behavior
analysis (Rosenfeld et al., 2021). This integration allows
accurate modeling of memory access latency, bandwidth
utilization, and bank-level parallelism—key factors
influencing PIM effectiveness.

GPU Proposed PIM

Architecture

Figure 5: Execution Time Comparison Across Architectures



Figure 5 compares execution time across CPU-only,
GPU-accelerated, and PIM-enabled systems. The results
show that the proposed PIM architecture consistently
outperforms conventional platforms, with the largest gains
observed for memory-bound workloads. These
improvements stem primarily from reduced memory
access latency and decreased data movement overhead.

Three system configurations were modeled:

1. CPU-only baseline, representing a conventional
processor-centric architecture
2. GPU-accelerated system, reflecting modern
accelerator-based analytics platforms
3. Proposed PIM-enabled system, incorporating
bank-level in-memory compute units

To ensure fairness, all configurations were

evaluated using identical memory capacities, dataset
sizes, and workload implementations, differing only in
execution model and compute placement.

4.2 Workload Selection and Characteristics

The evaluation employs representative big data
analytics workloads that span multiple application
domains and exhibit diverse memory access behaviors.
These workloads were selected to reflect real-world
analytics pipelines and to expose the strengths and
limitations of PIM execution.

. Graph analytics (PageRank): Characterized by
irregular memory accesses and low arithmetic intensity

o Machine learning (logistic regression):
Dominated by vector operations and reduction patterns

. Database operations (hash join): Involving
frequent random memory accesses and comparison
operations

These workloads align with prior PIM studies
demonstrating that memory-bound and data-intensive
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kernels are prime candidates for in-memory
execution (Ahn et al., 2015; Mutlu and Ghose, 2019).

4.3 Analytics-Aware Offloading and Execution Model

For each workload, candidate kernels were analyzed
to determine suitability for PIM execution based on
memory access intensity, data locality, and computational
complexity. Kernels dominated by simple arithmetic and
memory operations were selectively offloaded to PIM
units, while control-intensive or compute-heavy
components were retained on the host processor.

This selective offloading strategy follows the
analytics-aware scheduling policy described in Section
3.4 and ensures that PIM execution complements, rather
than replaces, conventional processing. Synchronization
between host and PIM execution occurs at well-defined
kernel boundaries, consistent with relaxed memory
consistency models commonly adopted in near-data
processing systems (Mutlu and Ghose, 2019).

4.4 Evaluation Metrics

The effectiveness of the proposed architecture was
evaluated using the following metrics:
. Execution time, measuring end-to-end workload
completion latency
) Energy consumption, capturing both compute
and memory energy usage
. Memory traffic volume, quantifying data
movement between processor and memory
. Scalability, assessing performance trends with
increasing dataset sizes

Results were averaged across multiple simulation
runs, and all performance metrics were normalized to the
CPU baseline where appropriate to facilitate comparison
Table 3.

Table 3: Analytics Benchmark Workloads and Characteristics

Workload Domain Key Operations Dataset Size Access Pattern
PageRank Graph analytics Sparse traversal Large Irregular
Logistic regression Machine learning Vector reduction Medium Sequential
Hash join Databases Hashing, comparison Variable Random

Table 3 summarizes the analytics workloads used in
the experimental evaluation, along with their application
domains, dominant operations, dataset sizes, and
memory access patterns. The selected workloads are
intentionally diverse in order to capture a wide range of
behaviors commonly observed in real-world big data
analytics pipelines.

PageRank represents graph analytics workloads
characterized by irregular and sparse memory accesses,
which are particularly challenging for cache-based
architectures. Logistic regression models machine

learning pipelines dominated by vector operations and
reduction patterns with moderate data reuse. Hash join
reflects database workloads that involve frequent random
memory accesses and comparison operations over large
datasets.

Together, these workloads enable a comprehensive
assessment of the proposed PIM architecture across
different access patterns and  computational
characteristics, allowing the evaluation to highlight how
workload properties influence the effectiveness of in-
memory execution.
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5. RESULTS AND DISCUSSION

This section presents and analyzes the experimental
results obtained using the methodology described in
Section 4. The results demonstrate how the proposed
PIM architecture impacts performance, energy efficiency,
and data movement across representative big data
analytics workloads.

5.1 Performance Analysis

Across all evaluated workloads, the proposed PIM
architecture achieves substantial reductions in
execution time compared to both CPU-only and GPU-
accelerated systems. The most pronounced performance
improvements are observed in graph analytics workloads,
where irregular memory access patterns limit the
effectiveness of caching and prefetching in conventional
architectures.

By executing key primitives directly within memory,
the PIM system reduces memory access latency and
alleviates bandwidth contention, resulting in significant
speedups. These findings are consistent with prior
observations that data movement, rather than
computation, is the dominant bottleneck in analytics
workloads (Dally et al., 2020).

5.2 Energy Efficiency and Memory Traffic Reduction

Energy measurements reveal that the proposed PIM
architecture delivers substantial energy savings,
primarily driven by reductions in memory traffic. By
minimizing off-chip data transfers, the PIM system lowers
both dynamic memory energy and interconnect power
consumption.

Memory traffic analysis confirms that PIM execution
significantly reduces data movement between the
processor and main memory, particularly for workloads

involving scans, aggregations, and joins. These results
reinforce the principle that processing data where it
resides is an effective strategy for improving energy
efficiency in data-centric systems (Mutlu & Ghose,
2019).

5.3 Workload Sensitivity and Scalability

While all workloads benefit from PIM execution, the
magnitude of improvement varies with workload
characteristics. Memory-bound workloads with irregular
access patterns exhibit the largest gains, whereas
workloads with higher arithmetic intensity show more
modest improvements. This trend highlights the
importance of selective offloading and analytics-aware
scheduling, as indiscriminate PIM execution may not
yield uniform benefits.

Scalability analysis further indicates that PIM benefits
increase with dataset size, as larger datasets exacerbate
memory bottlenecks in conventional architectures. This
observation suggests that PIM architectures are
particularly well suited for large-scale analytics and
data-intensive cloud environments.

5.4 Discussion and Implications

The results demonstrate that the proposed PIM
architecture effectively addresses key limitations of
traditional processor-centric systems by reducing data
movement, improving energy efficiency, and accelerating
analytics workloads. Importantly, these benefits are
achieved without sacrificing programmability or requiring
application-specific hardware customization.

Together with the architectural innovations described
in Sections 2 and 3, the evaluation results position the
proposed system as a practical and scalable approach to
accelerating modern big data analytics pipelines Tables 4
and 5.

Table 4: Absolute Performance and Energy Results

Architecture Execution Time (ms) Energy (J) Memory Traffic (GB)

CPU 1000
GPU 650
Proposed PIM 400

120 80
85 60
42 24

Table 4 reports absolute execution time, energy
consumption, and memory traffic for each evaluated
architecture. The proposed PIM system achieves the
lowest execution time and energy consumption while also

significantly reducing memory traffic, confirming the
effectiveness of in-memory execution for analytics
workloads.
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Table 5: Normalized Speedup and Energy Reduction

Architecture Speedup (CPU =1.0) Energy Reduction

GPU 1.54x
Proposed PIM 2.50x

29%
65%

Table 5 presents normalized performance and
energy results relative to the CPU baseline. While GPU
acceleration provides moderate speedup and energy
savings, the proposed PIM architecture delivers
substantially higher speedup and energy reduction,
highlighting its advantage for memory-intensive analytics
pipelines.

6. CONCLUSION AND RECOMMENDATIONS
6.1 conclusion

This paper presented the design and evaluation of a
workload-adaptive Processing-in-Memory (PIM)
architecture tailored for accelerating big data analytics
workloads. Motivated by the growing impact of the
memory wall in data-centric applications, the proposed
architecture integrates lightweight arithmetic and logical
compute units directly within DRAM banks, enabling fine-
grained in-situ execution of memory-intensive analytics
primitives.

Through a comprehensive  simulation-based
evaluation using representative workloads—including
graph analytics, machine learning pipelines, and
database operations—the study demonstrated that the
proposed PIM system significantly  outperforms
conventional CPU-based and  GPU-accelerated
architectures. The results show substantial reductions in
execution time, energy consumption, and memory traffic,
with the most pronounced benefits observed for memory-
bound workloads characterized by irregular access
patterns and low arithmetic intensity.

A key strength of the proposed approach lies in its
analytics-aware scheduling policy, which selectively
offloads suitable operations to PIM units while retaining
control-intensive tasks on the host processor. This
balanced execution model ensures that PIM
complements rather than replaces traditional processing,
enabling efficient utilization of system resources. In
addition, the compiler-assisted programming abstraction
improves programmability and portability, addressing a
major barrier to practical PIM adoption.

Overall, the findings confirm that minimizing data
movement by processing data where it resides is an
effective strategy for improving both performance and
energy efficiency in modern data-centric systems. The
proposed PIM architecture represents a practical and
scalable solution for accelerating heterogeneous big data
analytics pipelines in cloud, high-performance computing,
and emerging edge environments.

6.2. Recommendations and Future Work

Based on the results and insights obtained from this
study, the following recommendations and directions for
future research are proposed:

1. Hardware Prototyping
Validation

and Real-System

While this work employed cycle-accurate simulation
to ensure controlled and reproducible evaluation, future
studies should focus on prototyping the proposed PIM
architecture on real hardware platforms or FPGA-based
emulation frameworks. Such validation would provide
deeper insights into implementation challenges, thermal
behavior, and real-world performance overheads.

2. Expanded Workload Coverage

Future work should evaluate the architecture using a
broader range of analytics workloads, including streaming
analytics, graph neural networks, and real-time database
transactions. This would further validate the generality of
the proposed design and identify workload-specific
optimization opportunities.

3. Enhanced Compiler and Runtime Support

The compiler-assisted programming abstraction
introduced in this work can be extended to support
automatic kernel detection, dynamic runtime adaptation,
and integration with popular big data frameworks such as
Apache Spark or TensorFlow. Improved automation
would further reduce the burden on developers and
enhance usability.
4, Memory Coherence
Extensions

Consistency and

Although the relaxed consistency model adopted in
this study is effective for phased analytics workloads,
future research could explore lightweight coherence
mechanisms or hybrid consistency models to support
more complex sharing patterns between host and PIM
execution.

5. Energy-Aware and Thermal-Aware
Scheduling

Incorporating energy- and temperature-aware
scheduling policies could further improve system
reliability and efficiency, particularly in dense memory
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systems and edge computing scenarios where power and
thermal constraints are critical.

6. Security and Isolation Considerations

As PIM architectures move closer to deployment in

shared and multi-tenant environments, future work should
investigate security, isolation, and access control
mechanisms to protect data and ensure safe execution
within memory.
These results underscore the importance of architectural
designs that prioritize data locality and movement
reduction as first-class optimization goals in future data-
centric computing systems.
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